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ABSTRACT

This paper presents a tracking method based on parameters between colour blobs. The colour blobs 
are obtained from segmenting the overall target into multiple colour regions. The colour regions are 
segmented using EM method that determines the normal colour distributions from the overall colour 
pixel distribution. After segmenting into different regions on the different colour layers, parameters 
can be generated between colour regions of interest. In this instance, the colour regions of interest are 
the top and bottom colour regions. The parameters that are generated from these colour regions are 
the vector magnitude, vector angle and the value difference between colour regions. These parameters 
are used as a means for tracking targets of interest. These parameters are used for tracking the target 
of interest across an array of cameras which in this instance are three cameras. Three cameras have 
been set up with different background and foreground conditions. The summarised results of tracking 
targets across three cameras have shown that the consistency of colour regions across different cameras 
and different background settings provided sufficient parameters for targets to be tracked consistently. 
Example of tracking performance across three cameras were 0.88, 0.67 and 0.55. The remaining tracking 
performances across three cameras are shown in Table 2. The tracking performance indicate that the 
parameters between colour regions were able to be used for tracking a target across different cameras 
with different background scenarios. Based on results obtained, parameters between segmented colour 
regions have indicated robustness in tracking target of interest across three cameras.
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INTRODUCTION

Surveillance is an act of monitoring behaviour 
or activities of a person or a group of people 
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in an area of interest. In this instance, video surveillance is the utilisation of video cameras 
to obtain video or visual imagery to observe areas of interest for the purposes of control, 
recognition and monitoring  activities. Government, law enforcement and security organisations 
monitor human activities for the purpose of maintaining control, recognising and monitoring 
threats in a large crowd of people (Bredereck et al., 2012; Hommel et al., 2012; Wang et al., 
2009). Video surveillance cameras are typically connected to a recording device or recording 
network. The video captured is usually observed or watched live or through a recording by 
an operator. A single operator would be able to observe all activities within the view field of 
a single camera. In surveillance of a large area, multiple video cameras provide complete 
coverage of the area of interest. In this instance, the operator observing the cameras would 
have a large number of monitors to observe and this would be difficult for a single operator 
to observe and track all activities from all cameras at the same time. It is difficult for a human 
operator to monitor multiple surveillance screens and thus, computer systems can intelligently 
track targets across multiple cameras in a large-scale surveillance system.

BACKGROUND

Tracking of targets in a surveillance system is based on a number of parameters such as area 
(Park & Aggarwal, 2002), colour (Zhu, 2009), trajectory and velocity. Apart from the general 
parameters mentioned earlier for tracking a target, targets can be tracked based on features 
such as edges, lines, corners (Trucco & Plakas, 2006), limbs  and heads (Siebel & Maybank, 
2002). With the wide availability of a number of parameters and features, tracking methods 
can vary from simple tracking methods to complex tracking methods.

Colour Space 

The utilisation of different colour spaces which range from RGB, HSV and YCbCr colour 
spaces have different effects in tracking targets of interest. From available colour spaces, RGB 
colour space has been deemed the not preferred colour space for tracking as the brightness 
information is embedded in the respective layers of the RGB colour space. It was found from 
different studies that colour spaces with chrominance information on separate layers from 
brightness information such as HSV and YCbCr colour spaces have better tracking capabilities 
(Chippendale, 2006). Chrominance information such as HS and CbCr layers in the HSV and 
YCbCr colour space respectively could provide sufficient information to be used for tracking 
(Chippendale, 2006).   

Blob Modelling

Foreground and background views are separated in a video scene by detecting blobs. From 
detected blobs, a number of blob parameters can be extracted such as blob size, motion, vector 
and centroid (Trucco & Plakas, 2006). Targets can be tracked by utilising the detected blob 
(Atsushi et al., 2002) or portions of the blob such as the head (Yan & Forsyth, 2005). 
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The target of interest in this scenario would be the tracking of a whole person which would 
lead tracking of the whole blob (Atsushi et al., 2002). For parametric tracking, a single blob can 
be segmented into separate blobs based on colours of the regions (Wang  et al., 2014). Single 
blobs can be segmented into multiple blobs using methods such as watershed segmentation 
(Gonzalez et al., 2004) and mean shift segmentation (Yunji et al., 2014).  When the single blob 
is segmented into separate blobs, the centroids (Ali et al., 2006) of each blob can be used to 
generate the parameters for tracking a multi blob target which is illustrated in Figure 6.

TRACKING METHODOLOGY

Tracking as used in this paper is based on the parameters that exist between colour regions of 
each target; colour region segmentation is the first step. Colour region segmentation is also 
dependent on the colour space that is used. The YCbCr colour space was selected based on 
better tracking performance compared with RGB and grayscale colour spaces that had been 
tested in different tracking methods (Sebastian et al., 2010). 

Segmenting target of interest into multiple colour regions would begin with the extraction of 
colour information from the overall colour pixel distribution. Colour region information can be 
separated into different normal distributions using EM method (Sebastian et al., 2012; Yiming 
& Guirong, 2014). Each normal distribution parameters are used to generate different colour 
regions within the overall target blob region. A person can then be modelled or represented as 
a collection of coloured regions. Different coloured blobs can be used to denote the different 
portions of a person such as the head, face, torso and lower limbs (Park & Aggarwal, 2002). 
An example of segmentation is illustrated in the following figures. Figure 1 shows a snapshot 
input image while Figure 2 and Figure 3  illustrate the pixel distributions of the Cb and Cr 
layers for the person that is being tracked respectively. 

Figure 1. Sample Input Image
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Based on pixel distributions in Figure 2 and Figure 3 it can be seen that there are multiple 
peaks in the pixel distribution indicating different colour values and regions. Using the EM 
method to segment data into different normal distributions, as seen in Figure 4 and Figure 5, 
for layers Cb and Cr respectively, each detected normal distribution would have its own mean 
and standard deviation. Each detected distribution parameters would be used to segment the 
input image into different coloured blobs or regions. The result of the segmentation can be 
seen in Figure 6 where the centroids of each segmented regions are indicated as crosshairs. 
The red and green crosshairs are indicators of the centroids from regions detected on the Cb 
and Cr layers respectively. 

Figure 2. Cb Layer   
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Figure 3. Cr Layer 
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Figure 4. EM Gaussian Mixture on Cb 
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Figure 5. EM Gaussian Mixture on Cr 
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Figure 6. EM Sample Image Detected Centroids
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The next step in tracking target of interest would be the extraction of  parameters between 
colour regions of interest which in this case would be the top and bottom colour regions as 
reference parameters. The parameters to be used for tracking are the magnitude and angle of 
the vector between the colour regions. An additional parameter is the difference of the colour 
region mean values (Sebastian et al., 2012). Combination of data from the vector magnitude, 
vector angle and colour difference would generate a set of parameters that should be unique 
for each target of interest. An illustration of  extracted data and clustering can be seen in 
Figures 7 and 8.

Figure 7. Scatter Plot of Extracted Data
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Figure 8. Data clusters of Extracted Data with 
Parameters

The tracking process is executed by comparing  extracted or input parameters against 
reference parameters. A track is considered to be successful when the input parameters are 
statistically similar to the reference parameters. Table 1 shows the tracking performance of 
different tracking methodologies in the YCbCr colour space.

Table 1 
Summarised Compared Tracking Methodology Tracking Data 

Input Video
Histogram Similarity Comparison

Normalised 
Cross 
Correlation

Histogram 
Intersection

Euclidean
 Intersection

Chi-Squared 
1

Chi-Squared 
2

Kullbeck-
Leibler

Parameteric 
Tracking

whole_seq1_1 0.00 0.29 0.19 0.31 0.25 0.27 0.92

whole_seq1_2 0.00 0.24 0.00 0.29 0.29 0.29 0.90

whole_seq1_3 0.00 0.20 0.00 0.15 0.16 0.12 0.95

whole_seq1_4 0.00 0.15 0.20 0.28 0.33 0.35 0.90

whole_seq1_5 0.00 0.20 0.00 0.19 0.28 0.19 0.94

Table 1 compares the tracking performances between different tracking methods. The same 
set of videos were used in determining the tracking performance for different methodologies 
investigated. Tracking performances from different tracking methods starting from normalised 
cross correlation and histogram comparison method had led to the development of parametric 
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tracking method which were done on a single camera. The scores are determined by obtaining 
the ratio of the detection count of the target against the total count of the target appearance in 
the camera view field.

Multiple camera tracking setup was done with 3 web cameras with non-overlapping view 
fields. The overall camera setup was done in an indoor environment with different backgrounds. 
The cameras had a resolution of 320x240 pixels. Sample images of different background view 
fields captured by the different cameras are seen in the Figures 9, 10 and 11 where each figure 
illustrates the different background setup in each camera view field. The different background 
setup was used to evaluate the utilisation of same set of parameters between blobs as a method 
for tracking a target across the three cameras. 

RESULTS

In measuring tracking capability or performance, a tracking metric known as track detection 
rate (TDR) (Ellis, 2002) was used. The tracking performance is determined by statistically 
comparing the input image parameters against the compiled parameters of the target of interest. 
A sample of raw tracking results can be seen in Table 2 which compiles the track detection rate 
in a confusion matrix. In this instance, the confusion matrix lists the tracking results of each 
input video against the tracking parameter of each target of interest
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Table 2 
Sample TDR of Camera 1 

Reference

Input Video whole 
_seq2_1

whole
_seq2_2

whole
_seq2_3

whole
_seq2_4

whole
_seq2_5

whole
_seq2_6

whole
_seq2_7

whol
e_seq2_8

whole
_seq2_9

whole_seq2_1 0.70 0.44 0.36 0.17 0.60 0.06 0.73 0.33 0.20

whole_seq2_2 0.87 0.97 0.87 0.38 0.69 0.11 0.90 0.84 0.34

whole_seq2_3 0.95 0.87 0.96 0.68 0.83 0.60 0.94 0.86 0.57

whole_seq2_4 1.00 1.00 1.00 0.92 0.91 0.29 0.96 0.96 0.53

whole_seq2_5 0.17 0.13 0.13 0.03 0.26 0.00 0.23 0.08 0.06

whole_seq2_6 0.78 0.92 0.77 0.56 0.62 0.55 0.83 0.84 0.23

whole_seq2_7 0.65 0.61 0.57 0.23 0.71 0.04 0.80 0.42 0.10

whole_seq2_8 0.89 0.97 0.92 0.44 0.73 0.21 0.92 0.97 0.48

whole_seq2_9 0.97 1.00 0.99 0.64 0.89 0.35 0.88 0.97 0.96
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Table 3 
Compiled TDR across 3 cameras 

Ref Video
Number of Segmentation and Cameras

out6 out5 out4 out3

Input Video Cam1 Cam2 Cam3 Cam1 Cam2 Cam3 Cam1 Cam2 Cam3 Cam1 Cam2 Cam3

whole_seq2_1 0.76 0.7 0.82

whole_seq2_2

whole_seq2_3 0.89 0.61 0.57 0.94 0.62 0.62 0.64 0.61 0.37

whole_seq2_4 0.87 0.66 0.68 0.92 0.44 0.54 0.19 0.14 0.15

whole_seq2_5

whole_seq2_6 0.71 0.59 0.26

whole_seq2_7

whole_seq2_8

whole_seq2_9 0.88 0.67 0.55 0.84 0.77 0.57

Ref Video Number of Segmentation and Cameras

raw6 raw5 raw4 raw3

Cam1 Cam2 Cam3 Cam1 Cam2 Cam3 Cam1 Cam2 Cam3 Cam1 Cam2 Cam3

whole_seq2_1 0.76 0.7 0.78

whole_seq2_2

whole_seq2_3 0.92 0.69 0.59

whole_seq2_4 0.93 0.58 0.57 0.84 0.16 0.23 0.20 0.17 0.10

whole_seq2_5

whole_seq2_6

whole_seq2_7 0.83 0.82 0.76

whole_seq2_8

whole_seq2_9 0.96 0.74 0.60 0.88 0.83 0.63 0.68 0.42 0.40

Comparing the input video against its own reference parameter in Table 2 should show the 
highest tracking result if the tracking parameters were the correct set of parameters which are 
highlighted. Compilation of the raw TDR data tracking performance can be seen in Table 3. 
The values that are recorded in the tables should range from 0 to 1.0 which indicates a correct 
tracking performance of 0% to 100% correct tracking. Table 3 shows the track results of targets 
that have successful track across three cameras. Empty cells in Table 3 indicate that correct 
tracking was not achieved across 3 cameras. The cells with tracking data rates indicate that 
the target was correctly tracked and had the highest tracking rate. Table 3 displays the number 
of input videos used for determining tracking performance,  number of EM segmentations 
which indicate the number of colour regions that each tracked target is segmented into and 
the classification of data that is based on raw data tracking or outlier data removed tracking. 
Nine videos were used. The number of EM segments ranged from 3 to 6. Tracking was also 
done based on raw data and outlier removed data. Raw data indicates that all track data points 
are used in determining track performance whereas the outlier removed data set removes the 
outlier data track points from the calculation of track performance. 
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Table 3 shows random input videos labelled ‘whole_seq2_1’, ’whole_seq2_3’, ’whole_
seq2_4’, whole_seq2_6’, ‘whole_seq2_7’ and ‘whole_seq2_9’ had parameters that enabled 
the specific targets to be tracked across 3 cameras. Where the tracking parameters used in 
this instance are the combination vector magnitude, vector angle and colour difference that 
make each target have their own unique combination for tracking across the 3 cameras. The 
video sequences of ‘whole_seq2_2’, ‘whole_seq2_5’ and ‘whole_seq2_8’ did not generate 
the necessary tracking parameters for successful tracking across 3 cameras. Video sequence 
‘whole_seq2_5’ could not be segmented into different colour regions as that particular target 
had only one colour for the whole target and thus this particular target could not generate the 
necessary parameters between colour regions for tracking. Video sequence ‘whole_seq2_2’ and 
‘whole_seq2_8’ had the colour regions segmented and detected only on one colour layer. The 
utilization of parameters between colour regions detected on same colour layer did not give 
accurate tracking of targets (Sebastian et al., 2012). Apart from the video sequences that did not 
have any tracking results across three cameras, the other video sequences have tracking results 
that indicated that the targets are tracked across the three cameras. The tracking performance 
across three cameras are dependent on the number of colour region that the target of interest 
is segmented into.

CONCLUSION

This paper contributes in the area of target tracking in a video surveillance system where 
tracking the target of interest is based on the parameters between colour regions. The parameters 
used in tracking the target of interest were vector magnitude, vector angle and colour difference 
between colour regions. The tracking performance of the parametric tracking was initially 
compared against other tracking methods such as normalised cross correlation and histogram 
comparison methods. The results had shown that the parametric tracking had better tracking 
performance. In the initial evaluation, the targets of interest were tracked on a single camera 
and the results indicated that parametric track had significantly better tracking performance 
compared with other tracking methods. The parametric tracking methodology was then extended 
to tracking a target across an array of cameras. The tracking performance across an array of 
cameras had shown that the target of interest could be tracked based on the parameters between 
colour regions. The tracking performance had indicated that the consistent nature of the target 
colour was one of the primary reasons that the target of interest was able to be tracked across 
an array of cameras. The results obtained from this paper is an extension of a previous paper 
that determined that tracking a target was possible by utilising the parameters between the top 
and bottom colour regions of a target.
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